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Motivation

 The key to performance optimization of a program is to decide correctly when a certain 

transformation should be applied by a compiler.

 Traditionally, such profitability decisions are made by hand-coded algorithms
› Tuned for a very small number of benchmarks

› Requiring a great deal of effort to be retuned when the benchmark suite changes

 ML to speed up the tuning process (late 90s and onward)

› Automatically Constructing optimization heuristics using ML:

» Optimization selection problem

» Phase-ordering problem

› End-to-end frameworks (2018 and onward)

» Built as a wrapper around compiler (OpenTuner, CompilerGym, NeuroVectorizer)

» Built-into optimization pass(es) (MLGO/MLGOPerf)

» Built with Modular design (ACPO)

– Extensible framework to instantiate ML-Enabled passes

– Separation of compiler and ML APIs
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ACPO Contribution

1. It provides a comprehensive set of tools, libraries, and algorithmic methods
› Enabling compiler engineers with a straightforward and user-friendly interface 

› Instantiate ACPOModel classes to replace LLVM’s existing hard-coded heuristics.

2. ML APIs and the compiler are seamlessly connected, but at the same time, 

they are not interdependent
› changing compiler versions, ML models, or ML frameworks won’t break the functionality of ACPO. 

› As long as the inputs/outputs match, users can easily revise the ML side without the need to rebuild 

LLVM after every change.

3. Showcasing the benefits of ACPO, we demonstrate two different scenarios:
› Loop Unroll Pass — Building both the interface and the ML model.

› Function Inlining Pass — Building the interface and leveraging an existing ML model1.

[1] A. Ashouri, M. Elhoushi, Y. Hua, X. Wang, M. Manzoor, B. Chan, and Y. Gao. “MLGOPerf: An ML Guided Inliner to Optimize Performance”. arXiv preprint arXiv:2207.08389 (2022).
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ACPO Framework
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Training & Inference Flows
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ACPO Model
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ACPO ML Interface
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Example (1/4)
ACPO Model for Loop Unroll
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Example (2/4)
ACPO Model for Loop Unroll :: Invocation
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Example (3/4)
ACPO Model for Loop Unroll :: Architecture 
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Example (4/4)
ACPO Model for Loop Unroll :: Results



HUAWEI TECHNOLOGIES CO., LTD. Page 12

Example (1/2)
ACPO Model for Inline1

[1] A. Ashouri, M. Elhoushi, Y. Hua, X. Wang, M. Manzoor, B. Chan, and Y. Gao. “MLGOPerf: An ML Guided Inliner to Optimize Performance”. arXiv preprint arXiv:2207.08389 (2022).
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Example (2/2)
ACPO Model for Inline :: invocation
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ACPO Model Combined Results (Inline + Loop Unroll)



HUAWEI TECHNOLOGIES CO., LTD. Page 15

Summary

 Scalability of ACPO
› Bringing ML into compilers for compiler Engineers
› Provides the ability to reproduce models on different architecture
› Methodology lays out the steps to regenerate data, retrain a new model, and deploy with LLVM
› Leveraging AOT infrastructure in LLVM (C++ & Python support)

 Multi-objective optimization
› Trade-off between performance, code size, and power consumption

 Open Source
› https://github.com/Huawei-CPLLab/ACPO

» Models and scripts
» Python abstraction layer

– Tensorflow
– We are working on adding PyTorch support

› https://gitee.com/openeuler
» Compiler side infrastructure, made agnostic of underlying ML framework
» Feature collectors for our models, easily extendible

– 80+ features we used for effective performance-oriented model design
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